
 

CASE STUDY 1 

     Case Study: TechNova Health Solutions 

Background: 

TechNova Health Solutions (THS) is a mid-sized healthcare technology company based in Lagos, 

Nigeria. THS specializes in AI-powered diagnostic tools that assist doctors in analyzing medical 

images, predicting disease risk, and recommending personalized treatment plans. With 

increasing demand for responsible AI use in healthcare and evolving data protection 

regulations, THS has decided to implement an AI Management System (AIMS) in alignment 

with ISO/IEC 42001:2023. 

 

1. Understanding Organizational Context and Strategy (Clause 4.1) 

External Issues (PESTLE Analysis): 

• Political: Rising government support for AI in healthcare through national digital 

strategies. 

• Economic: Inflation pressures increase operational costs; AI is seen as a means to drive 

efficiency. 

• Social: Patients and civil society groups demand fair, explainable, and inclusive AI 

diagnostics. 

• Technological: Rapid advancement in machine learning models and cloud-based data 

platforms. 

• Legal: Compliance with NDPR, GDPR, and pending AI regulations under Nigeria’s Digital 

Protection Act. 

• Environmental: Climate-related disruptions affecting energy supplies require system 

resilience. 

Internal Issues (SWOT Analysis): 

• Strengths: Strong R&D team, leadership commitment to AI ethics. 

• Weaknesses: Limited internal experience with formal management systems. 

• Opportunities: Scaling AI systems across other West African hospitals. 



 
• Threats: Risk of model bias leading to inaccurate diagnoses for underrepresented 

groups. 

 

2. Identifying Interested Parties and Their Needs (Clause 4.2) 

Interested Party Needs/Expectations 

Patients Safe, non-discriminatory, and understandable AI-generated 

diagnoses 

Healthcare providers Reliable tools that enhance but do not replace clinical judgment 

Regulators (e.g., 

NITDA) 

Compliance with data protection and emerging AI laws 

Internal staff Clear roles, ethical guidance, and AI training 

Investors Responsible innovation with low reputational and regulatory risks 

IT and Data Partners Secure, interoperable, and documented system integration 

requirements 
 

THS conducted stakeholder interviews and documented their insights to inform AIMS design. 

 

3. Defining the Scope of the AI Management System (Clause 4.3) 

Scope Statement Example: 

“The AI Management System (AIMS) of TechNova Health Solutions applies to the design, 

development, deployment, and monitoring of AI-based diagnostic tools used in clinical decision 

support for hospitals and clinics in Nigeria and West Africa. It covers all processes related to 

data handling, model development, risk management, and system maintenance, including third-

party services used in AI model training and hosting.” 

Exclusions: AI projects in early research not yet intended for deployment are excluded from the 

current AIMS scope. 

 

4. Establishing the AI Management System Framework (Clause 4.4) 

THS established its AIMS framework as follows: 



 
• Leadership and Governance: AI Ethics Committee established to oversee AIMS. 

• Policies: AI Policy aligned with ISO/IEC 42001 Clause 5.2 was drafted. 

• Processes: A risk management process for AI lifecycle activities was adopted (per Clause 

6.1). 

• Documentation: Roles, responsibilities, and procedures defined across departments. 

• Integration: AIMS aligned with existing Quality Management System (ISO 13485) and 

Information Security Management System (ISO 27001). 

 

    Discussion Questions: 

1. What additional external or internal issues should THS consider for long-term AI 

governance? 

2. Are there any gaps in the scope of the AIMS as defined by THS? Why or why not? 

3. How might stakeholder expectations shift as THS expands to new markets? 

4. What steps should THS take to ensure its AI Ethics Committee remains effective over 

time? 

CASE STUDY 2 

     Case Study: FinSure Digital Bank 

Background: 

FinSure Digital Bank is a rapidly growing fintech company headquartered in Nairobi, Kenya. It 

provides digital financial services using AI-powered tools for credit scoring, fraud detection, and 

personalized financial recommendations. Due to rising concerns about algorithmic bias, opaque 

decision-making, and evolving financial AI regulations, FinSure’s executive team has decided to 

implement a formal AI Management System (AIMS) in line with ISO/IEC 42001 and ISO/IEC 

23894. 

 

1. Leadership Commitment to AI Governance (Clause 5.1) 

The CEO, CTO, and Chief Risk Officer publicly endorsed the AIMS initiative. Their commitments 

include: 



 
• Aligning AI governance with the organization’s ethical values and mission: “Financial 

inclusion through trust and transparency.” 

• Allocating resources for AI risk management, audits, and explainability tooling. 

• Establishing a direct reporting line between the AIMS Steering Committee and the board 

of directors. 

• Leading regular reviews of AI-related performance and risk indicators. 

They signed a Leadership Charter on AI Responsibility to signal their support internally and 

externally. 

 

2. Defining and Implementing AI Policy (Clause 5.2) 

FinSure’s AI policy was developed collaboratively between compliance, engineering, and 

customer experience teams. Key elements: 

• Commitments to transparency, fairness, security, and human oversight in all AI 

decisions. 

• Rules prohibiting the use of AI systems that cannot be explained or audited. 

• Provisions for respecting data subject rights under Kenya’s Data Protection Act and 

GDPR. 

• Requirements that all high-risk AI projects undergo formal risk and impact assessments. 

The policy is embedded in onboarding, vendor contracts, and internal training programs. 

 

3. Establishing Roles and Responsibilities (Clause 5.3) 

To operationalize AI governance, the following roles were assigned: 

Role Responsibility 

Chief AI Governance 

Officer 

Oversees the AIMS and chairs the AI Risk & Ethics Committee 

Data Scientists Ensure models meet explainability and performance criteria 

Compliance Manager Ensures regulatory alignment and coordinates audits 



 
Business Unit Leads Identify business needs and integrate AI objectives with 

strategy 

Internal Audit Team Conducts independent reviews of AI controls and practices 
 

These roles are documented in the AIMS Manual and communicated across teams. 

 

4. Setting AI Objectives (Clause 6.2) 

FinSure defined measurable AI governance objectives, including: 

• Fairness Goal: Ensure less than 5% variance in loan approval rates across demographic 

groups. 

• Explainability Goal: Achieve 100% compliance with explainability guidelines in high-risk 

systems. 

• Compliance Goal: All AI systems deployed must undergo a documented risk and impact 

assessment. 

• Capacity Goal: Train at least 80% of staff on AI ethics and governance within 12 months. 

Each objective has assigned owners, metrics, and review cycles. 

 

5. Planning of Change (Clause 6.3 | ISO 23894:5.4) 

As FinSure scales its operations to new markets (e.g., Uganda, Ghana), planned changes include: 

• Integration of new datasets with different risk profiles. 

• Localization of language models for new user interfaces. 

• Outsourcing some AI model development to third-party vendors. 

To manage these transitions, FinSure developed a Change Impact Checklist that assesses: 

• Regulatory differences in target markets 

• Vendor risk profiles and data handling capabilities 

• Internal readiness (skills, tools, infrastructure) 

• Required updates to AI risk controls and documentation 

All change plans are reviewed by the AI Risk & Ethics Committee before approval. 



 
 

    Discussion Questions: 

1. How does leadership support influence the success of AI governance initiatives in this 

case? 

2. What improvements could be made to the way roles and responsibilities are structured 

at FinSure? 

3. Which AI objective do you think is the most challenging to achieve, and why? 

4. How could FinSure strengthen its planning of changes to better manage cross-border AI 

risks? 

CASE STUDY 3 

     Case Study: MedInnova AI – Managing Risks in AI for Healthcare Diagnostics 

Background: 

MedInnova AI is a healthtech company based in Germany that develops AI-powered diagnostic 

tools to support radiologists in early detection of lung cancer from CT scans. To expand into the 

EU and African markets and meet regulatory expectations (e.g., EU AI Act, ISO/IEC 42001), 

MedInnova initiated the implementation of an AI Management System (AIMS) with a structured 

risk management process. 

Their key AI product, ScanSure, uses machine learning to detect abnormalities and suggest 

potential diagnoses. Because the system operates in a high-risk domain (healthcare), strong 

risk controls are critical. 

 

1. Defining Risk Scope, Context, and Criteria 

MedInnova began by: 

• Establishing the risk scope to cover the entire lifecycle of the ScanSure system: data 

acquisition, model training, deployment, and feedback integration. 

• Setting risk criteria such as: 

o Impact on patient health 

o Likelihood of misdiagnosis 

o Regulatory non-compliance (e.g., CE marking, GDPR) 



 
o Reputational harm 

They also aligned their risk management criteria with the company's ethical values (e.g., “do no 

harm”, equity in care) and external expectations (e.g., hospital procurement standards). 

 

2. AI-Specific Risk Identification, Impact, Analysis, and Evaluation 

The risk team used a combination of expert judgment, bias audits, and scenario planning to 

identify AI-specific risks, including: 

Risk Identified Potential Impact Risk 

Level 

Training data bias Misdiagnosis in underrepresented 

populations 

High 

Model drift due to evolving disease 

trends 

Reduced accuracy over time Medium 

Lack of explainability Rejection by clinicians or regulators High 

Data privacy breaches Regulatory fines and patient distrust High 

Over-reliance by junior doctors Reduction in critical thinking Medium 
 

Analysis methods included: 

• Quantitative scoring (likelihood × impact) 

• Sensitivity testing of model outputs 

• Simulated clinical trials 

• External expert review 

Each risk was evaluated against the established criteria, and a risk register was created. 

 

3. Risk Treatment Strategies for AI Systems 

Risk treatments were designed as follows: 

Risk Treatment Strategy 

Bias in training data Rebalanced datasets and fairness-aware algorithms 

Model drift Regular model retraining and post-deployment monitoring 



 
Lack of explainability Integration of explainable AI (XAI) tools and visualization 

Data privacy End-to-end encryption, pseudonymization, and secure data sharing 

Human over-reliance Clinical decision support reminders and oversight requirements 

Each risk owner was assigned, and residual risks were accepted or escalated depending on the 

impact threshold. 

 

4. Risk Communication and Consultation 

MedInnova established a risk communication protocol: 

• Internal: Monthly briefings to product teams, clinical consultants, and the AIMS 

committee. 

• External: Consultation workshops with hospital staff, radiologists, patient advocacy 

groups, and data protection authorities. 

A multi-stakeholder review board was formed to evaluate AI-related decisions and ensure 

alignment with user expectations and ethical considerations. 

 

5. Monitoring, Review, and Documentation of Risk 

Ongoing risk management included: 

• Real-time monitoring of model performance in clinical settings 

• Quarterly risk review meetings 

• Updates to the risk register and treatment plans 

• Use of a risk dashboard integrated with the AI system lifecycle tools 

• Internal audits to assess the effectiveness of risk controls 

All documentation—including risk assessments, decisions, and treatment outcomes—was 

retained as evidence for compliance and transparency. 

 

    Discussion Questions: 

1. How effectively did MedInnova link AI-specific risks with its organizational context and 

ethical commitments? 

2. In what ways did the company ensure stakeholder involvement in the risk process? 



 
3. What improvements could be made in managing model drift over time? 

4. How can similar risk processes be scaled to less regulated industries like marketing or e-

commerce? 

CASE STUDY 4 

     Case Study: EduNexus – Managing AI Operations in Adaptive Learning Platforms 

Background: 

EduNexus is a global EdTech company providing an AI-powered adaptive learning platform 

called "LearnSmart." The platform customizes learning paths for secondary school students 

based on their progress, engagement, and assessment data. 

To comply with ISO/IEC 42001 and gain trust from regulatory bodies and education partners, 

EduNexus initiated a structured AI Management System (AIMS) focusing on operational 

controls and AI impact assessment throughout the system’s lifecycle. 

 

1. Operational Planning and Control in AI Implementation 

EduNexus established structured operational controls to manage AI functionality, including: 

• Defined procedures for AI system development, deployment, and updates. 

• Access controls to ensure only authorized data scientists could retrain models. 

• Version control systems for datasets and algorithms. 

• Integration of quality checks at every stage—data ingestion, model training, testing, and 

release. 

AI operational activities were documented through Standard Operating Procedures (SOPs) and 

linked to broader organizational goals (e.g., personalized education, reducing dropout rates). 

 

2. AI System Impact Assessments and Lifecycle Considerations 

A comprehensive AI Impact Assessment (AIIA) was carried out during system development and 

regularly updated: 

Key Elements of the Impact Assessment: 

• Stakeholder impact: Reviewed how students, teachers, and parents were affected. 



 
• Data quality review: Ensured training data reflected diverse learning styles and 

socioeconomic backgrounds. 

• Bias and fairness analysis: Audited for differential treatment across gender and regional 

groups. 

• Accountability mechanisms: Defined escalation points for decisions made by the AI 

system. 

• System lifecycle: Tracked impact over various lifecycle stages: development → 

deployment → feedback → retraining. 

EduNexus adopted a lifecycle view by embedding periodic re-assessments of the system every 6 

months, tied to performance reviews and usage feedback. 

 

3. Addressing Risks, Biases, and Unintended Consequences 

The impact assessment identified several critical issues: 

Issue Potential Consequence Mitigation Strategy 

Bias toward high-

performing students 

Weaker students received fewer 

advanced learning modules 

Balanced algorithm using 

reinforcement learning 

Poor feedback loop 

quality 

Model adapted poorly to 

disengaged users 

Introduced behavioral 

engagement signals 

Over-personalization Students lacked exposure to 

diverse knowledge areas 

Applied curriculum 

diversity rules 

Unintended emotional 

responses 

Students felt labeled by the AI 

recommendations 

Human review and opt-out 

features 
 

Each risk was assigned an owner and tracked in the operational risk log maintained by the AIMS 

team. 

 

4. Managing Change and Ensuring Alignment with Objectives 

As part of continuous improvement and system optimization, EduNexus implemented a change 

management process, including: 

• Change request forms for all model updates or feature enhancements 



 
• Impact assessments before deploying new algorithm versions 

• Stakeholder communication: Teachers and school administrators were consulted before 

major changes 

• Rollback plans in case of unexpected impact post-deployment 

Alignment checks were performed quarterly to confirm AI outcomes (e.g., learning 

improvements, fairness metrics) remained consistent with the organization’s educational goals 

and ethical values. 

 

    Discussion Questions: 

1. How did EduNexus ensure the AI system addressed both functional and ethical 

performance goals? 

2. What operational controls contributed most to maintaining the quality and consistency 

of AI behavior? 

3. How could EduNexus further improve its management of unintended consequences? 

4. How would this case apply in a public sector or governmental education context? 

 


